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Mundari as a flexible language
by KEES HENGEVELD and JAN RIJKHOFF

1. Introduction

In this reply to Evans & Osada (this issue, henceforth E&O), we intend to show
that Mundari is one of the languages without distinct classes of verbs and nouns
as far as its basic, non-derived vocabulary is concerned. Our contribution is or-
ganized as follows. Section 2 briefly presents a typology of parts-of-speech
(PoS) systems, followed by a critical evaluation of the three criteria E&O use
to establish the lack of word class distinctions in a language (Section 3). In
Section 4 we present evidence to support our claim that Mundari has “flexi-
ble” basic lexemes (i.e., there is no fundamental distinction between nouns and
verbs), thus disputing E&QO’s claim that Mundari has clearly definable classes
of verbs and nouns. The last section is concerned with a set of grammatical
features which correlate with the presence of flexible lexemes in a language.
It is concluded that Mundari displays all of the predicted features of a lan-
guage that does not clearly distinguish between separate classes of nouns and
verbs.

2. Parts-of-speech systems

We agree with E&O that there are no languages “without word classes” (cf.
the title of their article). As a matter of fact, we believe that all natural lan-
guages have at least one lexical word class. This is seen in Figure 1, which
shows that there are two basic types of PoS system: FLEXIBLE and RIGID Sys-
tems. In languages with a flexible PoS system some or all of the functions of a
lexeme in an actual linguistic expression (i.e., verbal, nominal, adjectival, ad-
verbial function) are performed by the same group of lexemes (Types 1-3). In
languages with a rigid PoS system (Types 4-7) these functions are distributed
over distinct, non-overlapping groups of lexemes. For a detailed discussion of
this typology of PoS systems we refer to Hengeveld et al. (2004).

The rigid word classes in Figure 1 (verb, noun, adjective, manner adverb) are
defined in terms of their functions in constructing predications in the following
way:

(1) averb (V) is a lexeme that can be used as the head of a predicate phrase
ONLY;

(ii) anoun (N)is a lexeme that can be used as the head of a referential phrase;

(iii) an adjective (A) is a lexeme that can be used as a modifier of the head of
a referential phrase;
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Head of Head of Modifier Modifier
predicate referential | of head of | of head of
phrase phrase referential | predicate
phrase phrase
Flexible ’?ype 1 contentive
PoS systems ype 2 verb non-verb _
Type 3 verb noun modifier
Type 4 verb noun adjective |
Rigid Type 5 verb adjective
PoS systems | Type 6 verb
Type 7 verb

Figure 1. Typology of parts-of-speech systems (adverb = manner adverb)

(iv) a manner adverb (MAdv) is a lexeme that can be used as a modifier of
the head of a predicate phrase.!

The reason we restrict ourselves to manner adverbs is that other kinds of ad-
verbs, such as temporal and spatial ones, do not modify the head of the pred-
icate phrase, but rather the sentence as a whole. Note also that our definitions
permit all lexemes to be used as the main predicate (see also E&O: 366). There
is, however, an important difference between verbs and other lexemes in that
the predicative use is the only unmarked function of verbs, while in the case
of other classes of lexemes the question whether or not they have a predicative
use does not affect their classification.

On the basis of the definitions of specialized word classes above, flexible
lexemes may be defined in terms of the combination of functions they may ful-
fil in constructing a linguistic expression. Full flexibility means that members
of a single lexeme class, called CONTENTIVES, may be used, without applying
any derivational process, as head and as modifier of both predicate and ref-
erential phrases; NON-VERBS may be used in all non-predicative functions in
contrast with a class of true verbs; and MODIFIERS are lexemes that may be
used to modify the head of a predicate or referential phrase.

The typology of parts-of-speech systems presented in Figure 1 shows that
there are two kinds of language without a noun-verb distinction: one flexible
(Type 1), characterized by the fact that its lexemes may be used in all possible
functions; the other rigid (Type 7), characterized by the fact that all lexemes
are verbs, so that all non-predicative functions can only be realized indirectly
through independent predications. Languages with PoS systems of Type 1 and
Type 7 are rare, but Samoan (flexible) and Tuscarora (rigid)? are languages that

1. We use the notion “predicate phrase” not in the sense of VP but to refer to just the predicate
and its modifiers. Thus, in He read the book the predicate phrase consists of one element,
read.




408  Kees Hengeveld and Jan Rijkhoff

come rather close to the types at either end of the spectrum (see Hengeveld et
al. 2004 for discussion). Since we believe Mundari is a flexible language of
Type 1 as far as its basic lexeme inventory is concerned, we will concentrate
on this type of language in what follows.

Note, incidentally, that our Type 1 languages are the same as E&Q’s precat-
egorial languages, but that our Type 7 languages do not coincide with their om-
nipredicative languages, i.e., languages in which all lexemes can be used pred-
icatively. This definition ignores any non-predicative (nominal etc.) functions
a lexeme may fulfil, which is a crucial element in our definition of lexical word
classes. Interestingly, E&O do not seem to regard their division between precat-
egorial and omnipredicative languages to be very crucial, since they subsume
both types under the label “monocategorial” (E&Q: Section 2.2). By contrast,
we will demonstrate in Section 5 that it is important to distinguish between
the two monocategorial subtypes in our classification of PoS systems (Types
I and 7), as each type is associated with a different set of grammatical fea-
tures. E&O furthermore distinguish “Broschartian” languages, but Tongan, the
language Broschart (1997) discusses, is no different from E&Q’s precategorial
languages, the only difference being that Broschart presents a detailed seman-
tic classification of Tongan lexemes to explain their grammatical behaviour,
We will return to this issue in Section 3 below.

We would like to emphasize that there are probably no pure languages, and
that each distinct type in this classification of PoS systems should rather be
considered as a reference point on a continuum (Hengeveld 1992: 58). Any
classification of PoS systems has to take the diachronic dimension into account.
Changes in flexible parts of speech first seem to lead to semantic specialization,
then to morphological specialization, and ultimately to a more rigid type of
PoS system. Therefore languages at best approximate a certain type. There is
nothing controversial about this. For example, in syntactic typology a language
is classified as an SOV language, even if this is only the dominant or most
frequent pattern. Similarly, in order to capture the nature of a PoS system, we
have to allow for some fuzziness at the edges. This is accounted for in a more
detailed presentation of our typology of PoS systems in Figure 2, which also
contains intermediate types.

2. There is no consensus among the experts on the PoS system in Tuscarora and other Tro-
quoian languages. For example, Mithun (2000) puts more emphasis on certain grammatical
differences between lexemes, whereas Sasse (1993a) is more impressed by the similarities.
Whoever is closest to the truth, there seems to be no doubt that verbs, or rather predications,
take over large part of the job of nouns in other languages. We have classified Tuscarora as
displaying an intermediate system of Type 6/7.
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Head of Head of Modifier Modifier
predicate referential | of head of | of head of
phrase phrase referential | predicate
phrase phrase
Type 1 \ contentive
Type 172 contentive
non-verb
Flexible Type 2 verb non-verb
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Type 3 verb noun modifier
Type 3/4 verb noun modifier
adverb
Type 4 verb noun adjective adverb
Type 4/5 verb noun adjective
Rigid Type 5 verb adjective
PoS Type 5/6 verb
systems Type 6 verb
Type 6/7 verb
Type 7 verb

Figure 2. Typology of parts-of-speech systems, including intermediate systems (adverb = manner
adverb)

A flexible language is considered to have an intermediate PoS system when
its lexeme classes are compatible with two contiguous systems within the hi-
erarchy. This situation obtains when derived lexemes have fewer functional
possibilities than basic lexemes within a language. As we will show below,
Mundari represents such a system: it is a fully flexible Type 1 language if its
basic lexemes are taken into consideration, but it also has derivational processes
that produce lexemes that can be used in all slots apart from the predicate slot,
a Type 2 feature. Mundari is therefore classified as a Type 1/2 language (Sec-
tion 4.2.2). A rigid language is classified as having an intermediate PoS system
when the last class of lexemes that is relevant for that language consists of a
small, closed class of items. The full classification of PoS systems, including
intermediate ones, is given in Figure 2 (cf. Smit 2001).

The highest degree of flexibility is displayed by languages that use the same
set of lexemes as heads of predicate phrases and as heads of referential phrases.
In order to show what that means for the language system, and to illustrate our
definitions at the same time, let us contrast this with the situation obtaining in
a language with specialized nouns and verbs.

In several languages that distinguish between nouns and verbs, members of
both word classes can be used as the main predicate of the clause, but only
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nouns (and not verbs) can immediately be used as the head of an NP without
modification. This is for instance the case in Dutch, a Type 3/4 language. Bare
nominal lexemes such as soldaat ‘soldier’ can be used as the main predicate
(1a). The reason to treat soldaat in (1a) as a bare nominal predicate is that it
cannot be modified in any way; note that the same form is also used with a
plural subject (1b). Of course, the nominal lexeme may also be the head of a
predicative NP, but in this case we have a phrasal predicate rather than a bare
nominal predicate (1¢).

¢)) a. Die jongen is soldaaty.

that boy be.3sG.PRES soldiery
“That boy is a soldier.” (lit. “That boy is soldier.”)

b. Die jongen-s zijn soldaaty.
those boy-pL.  be.PL.PRES soldiery
‘Those boys are soldiers.” (lit. “Those boys are soldier.”)

c. Die jongen-s zijn [twee goede soldaat-eny)yp.
those boy-PL  be.PL.PRES [two good soldier-PLy]yp.
“Those boys are two good soldiers.”

Verbal lexemes such as zing- ‘sing’ are only used as main predicates (2a), not
as the head of a noun phrase (2b). For referential purposes the nominal lexeme
lied ‘song’ must be used (2¢):

) a. lemandy zingy-t.

someoney singy-3$G.PRES
‘Someone is singing.’

b. *De/het  zingy was prachtigs.
the.c/NT singy be.SG.PAST beautiful
‘The sing was beautiful.’

¢c. Het liedy was prachtig.
the.NT songy be.SG.PAST beautiful
‘The song was beautiful.’

By contrast, in a language with a class of contentives (Type 1), such as Samoan
(Austronesian), a lexeme can be both the head of a predicate phrase and the
head of a referential phrase (note that “noun phrase” would be a misnomer
here, as Samoan does not have a distinct class of nouns). Examples are from
Mosel & Hovdhaugen (1992: 80, 73, 74).

3) a. ‘Ua malosi le la
PERF strong ART sun
“The sun is strong.” (lit. “The sun strongs.’)
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b. Ua la le aso.
PERF sun ART day
“The sun is shining today.” (lit. “The day suns.”)

) a. FE alu le pasi i  Apia
GENR g0 ART bus DIR Apia
‘The bus goes to Apia.’
b. le alu o le pasi i  Apia.
ART go POSS ART bus DIR Apia
‘the going of the bus to Apia’ (lit. ‘the go of the bus to Apia’)

It is only for ontological (i.e., non-linguistic) reasons that certain Samoan con-
tentives tend to be used more in one or the other function (we will return to this
in Section 3 below):

Although certain full words seem to be used more as verb or more as a NP nucleus
for semantic reasons, there are no lexical or grammatical constraints on why a
particular word cannot be used in the one or the other function. (Mosel & Hovd-
haugen 1992: 73)

In Samoan, morphosyntactic clues indicate what particular function a lex-
eme fulfils. If it serves as the head of the predicate phrase, it will occur in
clause-initial position and combine with tense-aspect-mood particles; if it
serves as the head of a referential phrase (NP) it will occur later in the clause
and appear with an article or a preposition.

Mundari is of the same type as Samoan as far as its basic vocabulary is con-
cerned, as we will argue in Section 4. Before doing so, we have to address the
issue of which criteria should be used to establish flexibility of a PoS system.
This is the aim of the next section.

3. Establishing flexibility

In their article E&O (Section 3) propose three general criteria that must be met
before any language can be said to lack a noun-verb distinction: (i) distribu-
tional equivalence, including bidirectional flexibility; (ii) strict semantic com-
positionality for argument and predicate uses; and (iii) exhaustiveness through
the lexicon. In this section we will argue that only the third criterion is useful
the way it is formulated by E&O, but that the other two require some modifi-
cations.

3.1. Distributional equivalence and bidirectional flexibility

E&O (Section 3.1) state that “members of what are claimed to be merged
classes [note that the use of the term “merged class” suggests that flexible
lexemes have originated as nouns or verbs — KH&JR] should have identical
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distributions in terms of both morphological and syntactic categories. [...] Rig-
orously applied, all members [...] should be equally acceptable in both primary
syntactic functions as argument and predicate”.

The problem with this criterion is that its rigorous application overlooks an
important consideration that influences the use of a flexible lexeme in one or the
other function. Lexemes are put to use to lexicalize conceptualizations of the
world required in certain communicative situations in a certain socio-cultural
context. Since there is no reason to assume that all our concepts are equally
symmetrical with respect to predicating and referring functions in a particular
language, we may expect certain flexible lexemes to occur more as predicates
than as arguments, whereas other lexemes are used more often as arguments
than as predicates. This is explicitly stated to be the case in Samoan, which has
a class of contentives (Type 1 in Figure 1). Even though there are no lexical
or grammatical constraints on the use of a contentive as an argument or as
a predicate (see above), there can be differences in terms of distribution and
frequency (Mosel & Hovdhaugen 1992: 77):

Not all roots occur with the same frequency as verbs and nouns. Some roots
predominantly function as verbs, whereas others are more likely to be found in
the function of nouns. Until now we have not, for instance, found alu “g0” in a
nominal function [but they do provide an example themselves, see (4b) above —
KH&JR] or mea “thing” in a verbal function [...]. But we hesitate to say that alu
is inherently a verb and mea inherently a noun for two reasons. Firstly, we cannot
find any functional explanation why afu should not be used as a noun and mea as
a verb, whereas, for instance, gaoi “thief, to steal” and tagata “person, to be a per-
son” are bi-functional. And, secondly, previous experience taught us to be careful
with classifications. The more texts we analyzed, and included in our corpus, the
more items were unexpectedly found in nominal or verbal function.

Statements to the same effect can be found regarding languages with a flexi-
ble class of “non-verbs” (Type 2 in Figure 1), such as Ngiyambaa. Here the
difference relates to morphological properties rather than frequency of use in
a particular function: some members of the class of what are called nominals
in Australian linguistics (“non-verbs” in Figure 1) may appear in reduplicated
form whereas others never do. As in Samoan, the difference is attributed to
non-linguistic factors (Donaldson 1980: 70-71):

Semantically, nominals are divided into two groups; those which are not subject to
productive reduplication and those which are [. . .] Nominals which do not redupli-
cate are normally translated by English nouns, and those which do undergo redu-
plication are normally translated by adjectives. The possibility of productive redu-
plication could be advanced as a formal criterion for similarly dividing Ngiyam-
baa nominals into two sub-classes, nouns and adjectives. But in Ngiyambaa there
are no known further differences, morphological or syntactic, as between non-
reduplicating and reduplicating nominals. Syntactically, for instance, any nominal
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which can be a constituent part of a NP can also be the sole representative of a NP
[...} gi:djan may translate either ‘green’ or ‘(a/the) green one’. To introduce the
terms ‘noun’ and ‘adjective’ as synonyms for ‘non-reduplicating’ and ‘reduplicat-
ing” would serve no descriptive purpose elsewhere in the grammar.

3.2. Compositionality

The criterion of compositionality says that “any semantic differences between
the uses of a putative ‘fluid’ lexeme in two syntactic positions (say argument
and predicate) must be attributable to the function of that position” (E&O: Sec-
tion 3.2). The discussion of this second requirement is in our view somewhat
muddled by the fact that at this point the authors already take it for granted that
Mundari has distinct classes of verbs and nouns, and that any semantic differ-
ences are due to lexical derivation by zero-conversion. Here are a few illustra-
tive quotations: “The fact that some nouns, when they become verbs, have only
minor semantic additions, [...]” (E&Q: Section 3.2); “In the Mundari case, it
is common for primary nouns to be used as predicates, [...]” (Section 3.3); “In
fact, though we can use some verbs freely as arguments, [...]” (Section 3.3).

The main problem in relation to the compositionality criterion concerns the
coercion effect of the syntactic slot on the lexeme, i.e., the placement of a con-
tentive in an argument slot or in a predicate slot is enough to give the flexible
lexeme a distinct verbal or nominal sense, respectively. E&O (Section 3.2) state
that in the case of truly flexible lexemes “all semantically comparable words
in the same slot should undergo the same semantic augmentation”. Due to the
possible interference of aspectual and other inflectional affixes on the Mundari
predicate, E&O (Section 3.2) then formulate an amended version of the cri-
terion of compositionality: “there should be the same semantic change in all
lexemes placed in that position, except for semantic interactions attributable to
inflections borne by it, e.g., aspect”. But even then, they claim, the problem
does not disappear, since the “semantic increments” of lexemes — when used in
nominal and verbal functions — are too varied to be attributable to the syntactic
slot. Ideally “there should be isomorphic changes in all lexemes placed in a
given functional position”.

There are at least two problems with this statement, each of which we will
discuss at some length. The first concerns E&Q’s assumption that a flexible lex-
eme acquires some meaning components which it did not have before (“seman-
tic increment”, “semantic augmentation”) when it is used in an actual linguistic
expression. The second problem deals with what E&O call “the arbitrariness”
of this increment, i.e., the observation that the semantics of (what we regard
as) flexible lexemes is “far from constant” when we compare their verbal and
nominal senses.
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3.2.1. Vague vs. specific meaning. It is important to note that E&O assume
that each Mundari lexeme has a DISTINCT verbal or nominal sense (which is
then changed through the invisible process of zero conversion). There is, how-
evet, another way to deal with the semantics of Mundari words, which we re-
gard as flexible lexemes. In Hengeveld et al. (2004: 539-541) it is argued that
flexible lexemes are semantically VAGUE. A semantically vague lexeme has a
general meaning which covers all the more specific possibilities (Cruse 1986:
51). Several tests have been proposed to distinguish between vagueness and
ambiguity or polysemy. One linguistic test involves anaphoric reference with
so. Compare the following sentences:

&) a.  Duffy discovered a mole, and so did Clark.
b.  Judith is your cousin, and so is Bill.

The noun mole is AMBIGUOUS between the senses ‘small burrowing mammal’
and ‘long dormant spy’. This ambiguity is reflected in the fact that anaphoric so
in (5a) can only be used with the same sense as the one selected for the mole in
the first clause. So a situation in which Duffy saw a small burrowing mammatl
and Clark a long dormant spy could not be described using (5a). By contrast,
if a noun has a VAGUE meaning, such as cousin in (5b), its sense allows for
different specifications in the case of anaphoric reference with so (we can find
an abstract definition that covers both interpretations: male cousin and female
cousin).?

In Hengeveld et al. (2004) we have applied the notion of vagueness to PoS
systems and proposed that flexible lexemes are vague, not polysemous. Obvi-
ously, when applied to word class distinctions, we are concerned with a more
fundamental and abstract kind of vagueness: categorial vagueness, which holds
across the various functions a lexeme may fulfil in a linguistic expression.

Inspired by Wilkins’s account of noun semantics in Arrernte (Wilkins 2000),
we presented an outline of what may happen when a flexible lexeme with a
vague sense is used in an actual linguistic expression. Let us suppose that the
vague meaning of a flexible lexeme consists of meaning components ABCDE
etc. (where A B C etc. can be, for example, features, definitions, descriptions,
knowledge structures). By placing the flexible item in a particular syntactic
slot the speaker highlights those meaning components of the flexible item that
are relevant for a certain lexical (verbal, nominal, etc.) function, downplaying
other meaning components. A very simplified representation of this process
may look as in Table 1.

3. See for further discussion of ambiguity tests, e.g., Cruse (1986: 49-83), Tuggy (1993), Geer-
aerts (1993), Dunbar (2001).
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Table 1. Meaning components of Samoan 1a: A B C D E (see examples (3a, b))

A B C D E ... Highlighted properties of la:

Slot: head of clause + + + A CE — verbal meaning (be sunny)
Slot: head of “NP” + + + B D E — nominal meaning (sumn)
Slot: modifier of “noun” + + A+ B CD - adjectival meaning (sunny)

In other words, it is the use of a vague lexeme in a certain context (syntactic
slot) that brings out certain parts of its meaning, giving the category neutral
lexeme a particular categorial (verbal, nominal, etc.) flavour. Both the verbal
and nominal sense of a flexible lexeme are contained in its (vague) semantics
and the context only highlights the meaning components that are already there,
giving the flexible item its verbal or nominal flavour. Such an analysis does not
lead to any semantic “increment” added by the context (syntactic slot).

In a way our vagueness account also solves the problem of semantic varia-
tion between the verbal and nominal sense of flexible items in use: since each
flexible lexeme has its own unique set of meaning components that are high-
lighted or downplayed when used in a particular slot, we actually expect there
to be semantic variation (arbitrariness) between nominal or verbal senses of a
flexible lexeme in use. The “problem” of semantic arbitrariness will also be
addressed in the next section, but from a different perspective.

3.2.2. Semantic variation. E&O find it problematic that “coercion” from
the syntactic slot does not always have the same semantic impact on a lexeme,
as in their opinion “there should be the same semantic change in all lexemes
placed in a given functional position”. They provide some examples to show
that this is clearly not the case. For example (p. 372):

Let us give some examples from transitive uses. A common meaning for basically
nominal roots [sic — KH&JR] used as transitive verbs is ‘cause a(n) N to exist’:
examples are bir ‘forest; plant a forest’, lad ‘pancake; make pancakes’, maNDi
‘food; make food’. But frequently conversions [sic - KH&JR] of this type take on
an additional metaphorical meaning that can no longer be precisely paraphrased as
causatives of existence. In the case of (1) [(6) below — KH&JR] and (2) [(7) below
— KH&JR], for example, [...] the semantic increment ‘gather (so as to resemble
a...)’ does not mean simply ‘cause to be a mountain’, or at most ‘cause to become
a mountain’, but means more specifically ‘to heap up’. Even though the metaphor
it appeals to is rather obviously based on a caused existence meaning, by likening a
large group to a mountain, it is nonetheless one specific semantic addition, instead
of other imaginable additions (e.g., ‘cause to be tall’, ‘cause to be outstanding’),
and must therefore be treated as lexicalized.
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6) buru=ko bai-ke-d-a*
mountain=3PL make-COMPL-TR-PRED’
‘They made the mountain.” (E&O: (30a))

(7 saon=ko buru-ke-d-a

firewood=3PL mountain-COMPL-TR-PRED
‘They heaped up the firewood.” (E&O: (30b))

In our opinion E&O’s discussion of the problem of semantic arbitrariness
fails to appreciate the difference between conceptualization and lexicalization
and, as a result, they seem to treat metaphor as something different from nor-
mal language. The conversion from conceptualization into lexicalization is a
complex creative process, which involves, among others, metonymy (based on
associative relations) and metaphor (based on analogy by transfer of features).
All languages are littered with metaphors and metonyms and nowadays these
forms of so-called “figurative speech” are generally regarded as an integral
part of human language and categorization (cf. Lakoff & Johnson 1980, Lakoff
1987, Heine et al. 1991, Heine 1997).

Since there are many phases between a new metaphor like surfing the inter-
net and an old (lexicalized) metaphor such as shuttle (nobody makes the link
to sewing machines when shurtle is used to refer to the commuter air service
between two major cities; Saeed 2003: 15), it is impossible to draw a hard and
fast line between literal and non-literal language. In other words, metaphor and
metonymy (and other manifestations of so-called figurative use of language
such as synecdoche) are part and parcel of normal, contextualized speech in
any natural language, irrespective of its PoS system. How exactly concepts and
lexemes are connected in the process of language production and perception is
an entirely different matter that goes beyond the grammatical system as such.

3.3.  Exhaustiveness

The principle of exhaustiveness concerns the size of the word class: it does
not make sense to claim that a language has a Type 1 PoS system if it only
has a minor class of flexible lexemes. We agree with E&O (Section 3.4) that
exhaustiveness is a relevant criterion, but again only to the extent that there
is semantic compatibility between a certain meaning of a lexeme and the oc-
currence of that lexeme in a certain syntactic slot. We furthermore agree with
them that one has to be aware of the possible existence of minor word classes
and subclasses within the major word class(es), such as animal or plant names.

4. In this and following examples we follow the orthography and glosses of the original unless
otherwise indicated.

5. Note that we gloss the morpheme -a as PRED “predicative” rather than as INpIC “indicative”,
for reasons to be specified in Section 5.

Mundari as a flexible language 417

Taking these caveats into account, it seems that there are indeed languages that
meet the requirement of exhaustiveness, such as Samoan, where according to
Mosel & Hovdhaugen (1992: 77) basically all lexemes (“roots”) are flexible
(see also the quotation from their Samoan grammar in Section 3.1).

An important problem to be addressed is the distinction between systematic
flexibility and “rampant zero conversion”. E&O are not the first to argue for
zero conversion to explain properties of multifunctional lexemes (see, e.g., Vo-
nen 1994 on Tokelau), but their article does not address some basic questions
about this process. For example, is there a principled way to distinguish across
languages between zero conversion and polysemy? Or, how can we decide un-
equivocally on the directionality of the conversion? There are no references to
studies on zero conversion that address these issues, although some work has
been done in this area (e.g., Marchand 1964, Don 2004). In sum, those who
advocate the zero conversion analysis will have to provide more evidence to
substantiate their hypothesis. In Section 5 we will provide supporting evidence
for our own alternative proposal by testing a number of very specific hypothe-
ses concerning languages with a flexible word class.

4. The case of Mundari

In this section we will give some arguments in favour of an analysis of the
Mundari PoS system as a flexible one. We would like to emphasize that we do
not have first-hand knowledge of Mundari, so that, as is common in typological
work, we have to base ourselves on published sources. Our arguments will
therefore not go beyond those sources and are meant to show what kind of
argumentation one would need to establish flexibility. Before turning to this
complex issue, we would like to make a few remarks about the history of the
subject.

4.1.  Some bibliographical notes and corrections

At various places in their article, E&O claim that Hoffmann changed his view
on the flexibility of Mundari lexemes in between the writing of his Mundari
grammar and of his Encyclopaedia Mundarica (henceforth EM), e.g.:

But by the time he came to work on the sixteen-volume, 4889-page Encyclopaedia
Mundarica, with decades of further work on the language behind him, Hoffmann
had retreated from his earlier and more radical position: he lists words with word
class labels, and in places states explicitly that certain words must be used in
particular functions. (E&O: Section 1)

[...] Hoffmann himself retreated from the original position (stated in his 1903
grammar) once he was forced, in his gigantic masterpiece, the Encyclopaedia
Mundarica, to make an exhaustive analysis of thousands of lexemes. (E&O: Sec-
tion 3.4)
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This is a rather serious misrepresentation of the facts. Hoffmann clearly states
his own position in the introduction to the EM, when he writes (EM: 8-9):

I have nothing to add to what I stated in the Introduction to my Mundari Gram-
mar on the subject. There I have shown that Mundari words have still such a great
vagueness or functional elasticity that there can be no question of distinct parts-of-
speech in that language. And therefore I stick to the terminology proposed there,
which speaks of the function then and there performed by a word in a given sen-
tence.

In the preface to EM, Hoffmann also refers to this particular feature, when he
explains how words borrowed from other languages are made to fit the Mundari
PoS system (EM: ix):

But the Mundas do not merely Mundarize the outer form or the body of the bor-
rowed words, they also Mundarize their soul, i.e., their function or signifying
power. [...] The Munda [...] makes the borrowed words perform the function
of nouns, adjectives, transitive or intransitive predicates [...].

This means that when Hoffmann gives the meaning of, e.g., a “noun” in EM,
what he actually is describing is the meaning of a lexical item when used as
the head of a referential phrase, without committing himself to classifying the
item in question as a noun. This is an unfortunate but not uncommon practice,
one which he applied and explained in his grammar, and one that was later
adopted by, e.g., Cook (1965). But this also means that the word class labels
that Hoffmann used in EM cannot be taken in the way that E&O interpret them.
Hoffmann simply lists the meanings of lexemes that he observed, and indicates
in which function the given meaning is available. Only rarely does he explicitly
indicate that the use of a lexeme in a certain function is excluded, and we must
assume that he did so in a systematic way. This is for instance the case with the
lexeme ap ‘dawn’ which occurs with the comment “never used sbstly” (EM:
120).

E&O also refer to earlier work by both of us, in which we mention Mundari
in passing, indeed quoting Hoffmann’s (1903) grammar. They do not refer to
a more recent article (Hengeveld et al. 2004), in which Mundari is for the first
time actually part of the sample under investigation and therefore fully ana-
lyzed. In this article we also used Cook’s (1965) grammar, not mentioned by
E&O. Cook (1965) is a description of Mundari that on the one hand system-
atizes Hoffmann’s grammar, but on the other incorporates and analyzes data
gathered by the author during an eight year stay among the Mundas. In sev-
eral respects this grammar nicely complements the information in Hoffmann
(1903), Sinha (1975), and Osada (1992).
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4.2. The classification of Mundari

In Hengeveld et al. (2004), we classify Mundari as a Type 1/2 language, which
is characterized as follows (Hengeveld et al. 2004: 538):

In order for a flexible language to qualify as having an intermediate PoS system,
its lexeme classes should be compatible with two contiguous systems within the
hierarchy at the same time. This situation may obtain, for instance, when derived
lexemes have fewer functional possibilities than basic lexemes within a language.
Thus, Mundari is a fully flexible Type 1 language if its basic lexemes are taken
into consideration, but it also has a derivational process that produces lexemes
that can be used in all slots apart from the predicate slot, a Type 2 feature. In order
to account for these facts Mundari is classified as a Type 1/2 language.

We will first go into the nature of basic lexemes, and then deal with derived
lexemes separately.

4.2.1. Basic lexemes Not only Hoffmann (1903), but also Cook (1965) and
Osada (1992) emphasize the flexibility of Mundari basic lexemes:

The problem in Mundari morphology is that not only in syntax, but even in the
morphological formation of words, a stem occurs now as one part of speech, now
another. (Cook 1965: 108)

In Mundari a prototypical lexical verb can be used syntactically as a noun without
any morphological change whereas a prototypical noun can be verbalized with
verbal ending. For example, bury ‘mountain’, jom ‘to eat’ are apparently good
candidates for a prototypical noun and verb respectively, but buru can be used as
a verb ‘to heap up’ and jom as a noun ‘food’. (Osada 1992: 43)

Both grammars then go on, much in the vein of the EM, to organize the gram-
mar in terms of the traditional word classes. Thus Cook (1965: 108) continues
the previous quote by saying that a single lexeme “[...] might occur now with
the noun suffixes, now with the verb suffixes, now as an independent particle”,
and goes on to assign words to lexical classes on the basis of frequency. Osada
(1992: 43) also classifies lexemes in terms of traditional word classes on the
basis of morphological and syntactic criteria. Both authors actually revert to
the same strategy as Hoffmann in his EM, when they call something a “noun”
when they want to describe the morphological and syntactic behaviour of a
lexeme when used as the head of a referential phrase, and a “verb” when talk-
ing about a lexeme used as the head of a predicate phrase, etc. In doing so,
they confuse the category of a lexeme with the morphosyntactic properties of
a certain functional-syntactic slot.

The arguments that E&O bring up against a precategorial analysis are inter-
related with their implicit assumption that lexemes denoting physical entities
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(individuals or objects) are nouns, and that lexemes denoting temporal enti-
ties (actions, processes, situations) are verbs. Using their terminology, a major
problem they see is that their “verbs” cannot systematically be used referen-
tially denoting a physical entity. This problem evaporates, however, when one
accepts that lexemes denoting temporal entities may do so irrespectively of
whether they are used predicatively or referentially, as seems to be the general
rule in Mundari. E&O give the following examples:

(8) her=ko  caba-ja-n-a
sow=3PL finish-INCEP-INTR-PRED
‘They have finished sowing.’ (E&O: (37))

©) dub=ko laga-ja-n-a
sit=3PL  be.tired.of-INCEP-INTR-PRED
‘They are tired of sitting.” (E&O: (38))

E&O (Section 3.3) note with respect to these examples: “When used in com-
plement clauses, by contrast, they do not need to take aspectual or transitivity
markers, and can appear as the sole element of an NP [...]”. Subsequently they
discard these examples as instances of infinitive-like behaviour of “verbs”. The
reason E&O claim that this counts as an argument against the precategorial
analysis of Mundari lexemes is that here the lexeme is not used in a prototyp-
ical function (i.e., it is not used to refer to a physical object). In our approach
the denotation of a lexeme is completely irrelevant for its classification as a
member of a specific word class. It is only the function that the lexeme fulfils
in building up a predication that counts as an argument for its classification.
The lexemes her ‘sow’ in (8) and dub ‘sit’ in (9) are used as the head and sole
element of a referential phrase, and they can be so used without the application
of any derivational process. They thus comply just as well with our definition
of nouns as they do with our definition of verbs, which means that they are
flexible elements.

From this we may conclude that some lexemes in the Mundari lexicon have
meaning components that only relate to properties of second order (temporal)
entities (see Section 3.2.1 on the semantic representation of vague lexemes).
Other lexemes in Mundari contain meaning components that only relate to
properties of first order (spatial) entities. However, since these semantic fea-
tures do not appear to impose any restrictions on the referential or predicative
use of the Mundari lexeme, there is no reason to recognize distinct classes of
verbs and nouns.

E&O also consider it a problem that a lexeme that serves as the main predi-
cate sometimes requires the presence of a copula. This, however, is due to the
fact that not only bare lexemes but also referential phrases may act as pred-
icates, as illustrated for Dutch above. Given the fact that a lexeme, without
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affixes or determiners, may constitute a complete NP by itself in Mundari (cf.
E&O: 376), hoRo in (10a) can also be analyzed as a phrasal constituent rather
than just a bare predicate, as in (10b):%

(10) a. ne dasi hoRo  tan-ig
this servant Munda COP-35G.S
“This servant is a Munda.” (E&O: (28a))
b. ne dasi hoRo-a=eq
this servant Munda-PRED=3SG
‘This servant speaks Munda.” (E&Q: (28b))

The phrasal analysis of (10a) is supported by the fact that in this construction
the predicative expression may be modified, as in the following example, in
which the predicate carries the plural subject marker:

(11) en horo-ko munda-ko ta-n-ko
those man-pL. headman-3PL.s COP-INTR-3PL.S
“Those men are headmen.” (Langendoen 1967)

We conclude, therefore, that in Mundari a copula is only required when the
predicate is phrasal, so that the presence of this copula cannot be used as an
argument in classifying the lexeme occurring within that phrase as a noun. The
phrasal analysis of (10a) and (11) goes well with the fact that these construc-
tions have a classifying reading, as opposed to the property-assigning reading
of (10b), which is typical of bare predicates in general (Hengeveld 1992). This
also explains the fact that there are subclasses of lexemes denoting physical
entities with a limited availability for predicate use, such as the proper names,
kinship terms, and animal and plant names discussed by E&O. In many cases
these lexemes are less likely to be semantically compatible with the property
assigning reading of bare predicates.

A last major argument that E&O bring up against a precategorial analysis
of Mundari is the fact that their “verbs” have to be “converted into headless
clauses before being placed in an argument slot”. Examples they provide are
the following:

(12) om-ke-n=ig
give-COMPL-INTR=35G.SUB
‘the one who gave’ (E&O: (34a))

6. In E&O’s article, the lexeme hoRo is glossed as ‘Munda’ in one example and ‘speak.Munda’
in the next. Since we fail to see the rationale behind this decision, we have provided hoRo
with the same gloss in both examples, viz. ‘Munda’.
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(13) susun-ta-n=iq
dance-PROGR.OR-INTR=3SG.SUB
‘the one who is dancing’ (E&O: (35a))

What E&O actually seem to say, in our terminology, is that a flexible lexeme
whose meaning components only relate to properties of temporal entities must
occur in a special construction type when used to denote a physical entity (an
agent). This is not surprising, since a bare lexeme used referentially denotes a
temporal entity, the activity, itself, as shown above in examples (8) and (9). The
headless relative construction is an appropriate solution to produce an agentive
meaning. The lexeme in question is used predicatively in order to provide a
description of a physical entity (the agent) in terms of the activity this physical
entity is engaged in.

Once again, there is only a problem if one accepts E&Q’s conception of
prototypical nouns as denoting physical entities. On the other hand, the same
facts can be easily accounted for if Mundari lexemes are regarded as flexible
items with a vague meaning.

On a more detailed level, E&Q’s arguments run into trouble in Section 3.4.1,
where they claim that haga ‘brother’ gets the extension to ‘be in the same clan’
in predicative use. EM, however, gives ‘clan member’ as one of the meanings
of haga in substantive function, so it is not surprising that this meaning also
surfaces in predicative use.

4.2.2. Derived lexemes. All our previous remarks on the classification of
Mundari concerned the basic inventory of lexemes. In several languages with
a flexible PoS system, derived lexemes show a degree of flexibility that is one
step lower on the hierarchy than that of basic lexemes (Smit 2001). This is also
true of Mundari. The major derivational process involved is illustrated in the
following examples from Cook (1965: 144) and Osada (1992: 62):

(14) a. dal ‘strike’ — da-n-al ‘a blow’
b. dub  ‘sit’ — du-n-ub ‘a meeting’
c. ol ‘to write’ — o-n-o0l ‘the writing’

The infix -n- in (14) “transforms the verb root into an abstract inanimate noun
stem, which is no longer capable of verb inflection” (Cook 1965: 144).” Hence
we may conclude that there is at least one class of (derived) lexemes that can-
not be used predicatively and should therefore be classified as non-verb in

7. Notice that Cook assigns the term “verb” rather loosely to a lexeme that has the predicative
use as its most frequent one and that “inanimate” does not refer to grammatical but natural
gender (i.e., to a property of the referent rather than the lexeme; see Section 5.3.2 below).
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Mundari, which shows that the verb vs. non-verb opposition is at least rele-
vant to the analysis of Mundari in the domain of derived lexemes.

5. Mundari: A flexible language

In previous work we found that there are strong correlations between the PoS
system a language employs, and other grammatical features of that language.
These correlations hold especially for languages with flexible lexemes. We will
briefly discuss these features below, showing that Mundari behaves exactly the
way one would expect a flexible language to behave.® We take this to be further
evidence for our analysis of Mundari as a Type 1/2 language in Section 4. Note
that the predictions we make could never hold for Type 7 languages, which
have a single class of verbs rather than contentives.

5.1.  Identifiability

Since flexible lexemes are not inherently specified for a particular syntactic
category (such as “verb” or “noun”) their occurrence in a linguistic expression
is potentially confusing. For example, how is the addressee to know whether
a flexible lexemes serves as the head of the predicate phrase (verbal function)
or the head of the referential phrase (nominal function)? We hypothesized that
the grammar of a flexible language contains certain features that help the hearer
correctly identify the intended function of a flexible lexeme in a linguistic ex-
pression (Hengeveld et al. 2004: 546):

The existence of a specialized lexical class in a language, i.e. a lexical class whose
members are tied to one syntactic slot, makes it less necessary for this language
to mark this slot and the phrase within which this slot occurs syntactically or
morphologically; conversely, the existence of a flexible lexical class in a language,
i.e. a lexical class whose members may occur in various syntactic slots, makes it
more necessary for this language to mark these slots and the phrases within which
these slots occur syntactically or morphologically.

In brief, when lexical specialization is absent (as is the case with flexible lex-
emes) additional disambiguating strategies are invoked, i.e., there is a trade-off
between lexical type and morphosyntax.

More specific hypotheses tested against data from a representative sample
of the world’s languages show that all flexible languages have special word
order constraints or special morphological markers to indicate the function of
a flexible lexeme (for details we refer to Hengeveld et al. 2004).

8. For a detailed discussion we refer to Hengeveld (1992), Rijkhoff (2002, 2003), Hengeveld,
Rijkhoff, & Siewierska (2004), Hengeveld (forthcoming), Hengeveld & Valstar (no date).
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At the sentence level all flexible languages in our sample turn out to be ei-
ther (main) predicate final or (main) predicate initial (or in traditional terms
that would be inappropriate for truly flexible languages: SOV or VSO). Appar-
ently, flexible languages exploit the highly recognizable sentence-initial and
sentence-final position for identificational purposes. Obviously any other po-
sition for the main predicate (such as predicate medial or “SVO”) would be
problematic for a language without a clear noun-verb distinction if no other
clues are available (see below). Significantly, there are no such constraints in
languages with rigid PoS systems, which from a crosslinguistic perspective
can have the main predicate in any position in the sentence. In other words,
speakers of a flexible language such as Mundari know that the last contentive
is always the main predicate, whereas speakers of Samoan (also Type 1) expect
the first lexeme to serve as the main predicate.

If a flexible language allows for word order variation, there is always a mor-
phological element to mark the role of a lexeme. For example, in Samoan,
placement of any referential phrase in sentence intitial position, i.e., before the
predicate phrase, is accompanied by the addition of a morphological marker,
the presentative particle ‘0. Mundari goes one step further by not only applying
rigid predicate-final word order, but also systematically marking every predi-
cate with a morpheme -a ‘PRED(icative)’ that has no other function but to mark
a lexical unit as the predicate of the sentence.

(15) diku-7i itu-a-d-ko-a
Hindi=1sG teach-ASP-TR-3PL-PRED
‘T have taught them Hindi.” (Osada 1992: 95)

Similar things about the disambiguating role of morphosyntax in a flexible
language can be said about the phrase level. In flexible languages without a
separate class of nouns (Types 1-2/3), the potential functional ambiguity aris-
ing from the nature of their PoS system concerns the interpretation of a lexical
element as a head or a modifier within a referential phrase, since the inter-
pretation of a non-verb as the head or a modifier of a referential phrase may
interfere with its potential interpretation as the head or the modifier of the same
or a contiguous referential phrase. For this reason we expect the order of head
and modifier in referential phrases to be fixed, unless the language employs a
special morphological marker which uniquely identifies the head-modifier rela-
tion within the referential phrase (as, e.g., in Tagalog; cf. Hengeveld et al. 2004
553-554). Mundari indeed displays this rigid ordering of heads and modifiers
within phrases, having the modifier preceding the head under all circumstances.

No such constraints were found in the languages with a rigid PoS system,
in that word order variation among noun and adjective (or among verb and
manner adverb for that matter) is not unusual and is not connected with the
appearance of special morphological markers.
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We have already discussed matters concerning the copula. Here, too, Mun-
dari behaves as expected. Since there is no fundamental distinction between
verbs and other lexical word classes, there is no need to mark the use of a bare,
non-verbal predicate with a copula: all bare predicates are simply contentives.
As we saw in Section 4.2.1, only phrasal predicates are given special treatment
in Mundari.

5.2. Applicability

In order for a lexical class to be applicable in various syntactic slots, it should
have FORMAL INTEGRITY, i.e., be formally independent of morphological ma-
terial specific to a certain syntactic slot, and it should display MORPHOLOGICAL
UNITY, i.e., there should be no of intrinsic subclasses triggering specific mor-
phological processes.

The formal integrity of a lexeme, i.e., its formal independence of morpholog-
ical material specific to a certain syntactic slot, increases its applicability in var-
ious syntactic slots. Flexible lexemes are therefore not expected to show mor-
phologically conditioned stem alternation. In other words, flexible languages
are expected to be agglutinative or isolating, but never fusional (Hengeveld
forthcoming). The grammars of Mundari show that this language is indeed
strictly agglutinating.® The restrictions on stem alternation also mean that sup-
pletion is absent in flexible languages, and the Mundari data confirm this too.

The morphological unity of a lexical class also increases its applicability
across syntactic slots. We therefore do no expect morphologically determined
intrinsic declension and conjugation classes in a truly flexible language (Henge-
veld & Valstar no date). This prediction turns out to be true as well for Mundari
(Hoffmann 1903: 5) and all other languages with the relevant flexible word
classes we are aware of. For example, a division into grammatical genders is
absent in Samoan (Type 1), Quechua, Turkish, and Hurrian (Type 2; see Rijk-
hoff 2002: 60). Mundari does show differences in the morphosyntactic treat-
ment of animate entities, but this is a case of natural gender (a.k.a. “semantic
gender”, “biological gender”, or “sex gender”), which concerns properties of
the referent in the external world rather than lexical features of a lexeme. One
way of expressing natural gender in Mundari is by adding the equivalents of
‘male’ (sandi) and ‘female’ (enga) to the noun denoting, for instance, an an-
imal: sim ‘fowl’, sandi sim ‘cock’, enga sim ‘hen’ (Hoffmann 1903: 7). This
strategy is, again, typical of flexible languages.

9. Just one exception to this is reported in Cook (1966: 163), who notes that the stem bano’
‘not to be, not to exist, not to be present, to be dead’ “has an allomorph bang- used with all
animate pronouns.” Arguably, however, this stem has auxiliary status.
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5.3. Differentiation

The degree of differentiation a PoS system displays in terms of the syntactic
slots lexical items may occupy is reflected in the degree of semantic differenti-

ation within or between the lexical classes in terms of basic semantic features

coded within them. Members of flexible word classes are not expected to be
specified for category specific features such as transitivity and number. These
predictions are borne out both in the case of Mundari and other languages with-
out distinct classes of verbs or nouns.

5.3.1. Transitivity Letus first deal with the complex issue of transitivity. We
use the common sense notion of transitivity as implicitly or explicitly used in
grammatical descriptions, where lexemes are regarded as being transitive when
they designate a (dynamic) relationship between two obligatory participants: an
agent/subject and a patient/object. All languages with a major, distinct class of
verbs have a set of basic transitive lexemes in the lexicon (Rijkhoff 2003).1° By
contrast, a basic set of transitive lexemes is absent in flexible languages, such
as Samoan:

With the exception of a very small class of locative verbs [...], Samoan verbs do
not require more than one argument, i.e. S or O. If we define obligatory transi-
tive verbs as bi-valent verbs which express transitive actions and which require
two arguments referring to the agent and the patient, then Samoan does not have
obligatory transitive verbs. (Mosel 1991: 188)

If we compare Samoan verbs with transitive and intransitive verbs in other lan-
guages where these two categories are distinguished in terms of the number of
obligatory arguments, then there are no cardinal transitive verbs in Samoan, i.e.
bi-valent verbs expressing transitive actions. Except for a very small class [...], all
Samoan verbs (including ergative verbs) maximally require one argument, namely
S or O, both of which are expressed by absolutive noun phrases in basic verbal
clauses. (Mosel & Hovdhaugen 1992: 724)

Note furthermore that due to the mono-valency of Samoan contentives, “va-
lency changing derivations do not result in a valency-increase or decrease, but
only in valency-rearrangement changing the grammatical relations” (Mosel &
Hovdhaugen 1992: 729).

10. Rijkhoff (2003) argues that a language can only have distinct classes of verbs, nouns, and
adjectives if the basic meaning of lexical items somehow encodes the prototypical properties
of temporal and spatial entities (events and things). The prototypical event is an activity that
involves an agent and a patient; the prototypical thing is a concrete object. Thus, a language
can only have major, distinct classes of verbs, nouns, and adjectives if the lexicon contains (i)
items that designate a dynamic relationship between an agent and a patient, and (ii) items that
designate a property that is specified as having a boundary in the spatial dimension.
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The connection between the lack of a rigid noun-verb distinction and the
absence of transitive lexemes has also been observed by Jelinek & Demers in
their work on the Salishan languages, spoken in the American Northwest (cf.
also Kuipers 1968):!!

The feature of Straits Salish syntax that permits the lack of constraints on the
distribution of lexical roots is the fact that the feature of transitivity is not a lexical
property of a subset of roots. (Jelinek & Demers 1994: 700)

Sasse (1993b: 654), referring to work by Broschart (1987, 1991) also suggests
that there is a connection between non-transitivity and lexical flexibility, when
he writes that lexemes in Salishan languages “denote ‘oriented’ [...] states of
affairs, i.e. they characterize an individual in terms of the participant role it
plays in a state of affairs, e.g. as an actor or undergoer. It is by virtue of this
property that they are able to occur both in argument and in predicate position.”
In other words, it is the lack of transitivity that makes it possible for lexemes
to be flexible, to be used in verbal and in nominal function in languages like
Salish and Samoan.

Although there is much research to be done with respect to the argument
structure of Mundari basic lexemes (see Footnote 12), it seems that there is no
good reason to assume that (a proper subset of the) bare Mundari lexemes are
divided into “transitive” or “intransitive” subclasses. The valency of a predicate
in an actual utterance is said to be explicitly signalled by an extra morpholog-
ical marker added to all tense-aspect markers: /-d/ for transitive and /-n/ for
intransitive (Sinha 1975: 77).1

11. In the Salishan languages, which are also deemed to have no categorial distinction between
nouns and verbs (Czaykowska-Higgins & Kinkade 1998: 35), it is, however, possible to derive
transitive lexemes (verbs): “When there is no overt TRAN element, the sentence is [-TRAN]”?
(Telinek & Demers 1994: 700).

12. Hoffmarn (1903: 164—165) hypothesizes that the markers for transitivity and intransitivity do
not carry much semantic weight:

That Mundari should have two differently ending Suffixes for Transitive and Intransitive
Predicates is itself very remarkable. Transitiveness and Intransitiveness are not so much
objective qualities of actions as subjective modes of conceiving actions. Even such ac-
tions as pre-suppose a terminus distinct from the agent may be conceived EXCLUSIVELY
IN THEIR RELATION TO AGENT, LE., AS INTRANSITIVE. Now these subjective modes of
conceiving actions are not in other languages expressed by special distinctive formative
elements ad hoc. It would therefore be very extra-ordinary if the Mundas had recourse to
a special root for the purpose of directly denoting transitiveness, if, in a word, the conso-
nant d represented an original root which could both in ForM and in MEANING differ from
1. The consonant d must, I think, be considered as a mere alternative for the consonant
n, and the substitution of d for n has been caused solely by phonetic exigencies.

Notice that the distinction between transitive and intransitive is neutralized in three of the
four present tense-aspects and in both future markers (cf. Sinha 1975: 82). Clearly this is an
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(16) a. dub-aka-n-a-e?
Sit-ASP-INTR-PRED-35G.S
‘He is still sitting.” (Osada 1992: 89)
b. hon dub-aka-d-i-a-?
child sit-ASP-TR-35SG.OBJ-PRED-38G.S
‘He has caused a child to sit down.” (Osada 1992: 89)
c.  kumburu-kin=ko sab-aka-d-ki-a
thief-pL=3pPL catch-ASP-TR-3DL.OBJ-PRED
“They have caught two thieves.” (Osada 1992: 89)
d.  kumburu-kiy sab-aka-n-a-ki
thief-pL catch-ASP-INTR-PRED-3DL.S
‘Two thieves have been caught.” (Osada 1992: 89)

5.3.2. Number. Inmany (butby no means all) languages the unmarked form
of a noun that is used to refer to a concrete object is inherently specified for
number in that it denotes a SINGULAR object. Thus, the Dutch noun fiets ‘bi-
cycle’ refers to a single bike in (17a). If reference is made to more than one
bicycle the plural suffix must be added (17b).

o)) a. Waar is je fiets?
where is your.sG bicycle
‘Where is your bike?’
b. Waar zijn jullie - fiets-en?
where are your.PL bicycle-PL
“Where are your bikes?’

Not all Ianguages, however, employ “count nouns” of this type. As a matter
of fact, crosslinguistic evidence suggests that the majority of languages use
transnumeral nouns for concrete objects, i.e., nouns not inherently specified for
some number value (Rijkhoff 2002: 146-156). Since codification of grammat-
ical number in the lexeme would make a lexeme “unflexible”, i.e., unsuitable
for direct insertion in other syntactic slots, one may hypothesize that flexible
lexemes in PoS systems of Types 1 and 2 (Figure 1) are always transnumeral.
This turns out to be true for all languages with the relevant PoS systems that
we are aware of (Rijkhoff 2002: 42).

At first sight one may be lead to believe that Mundari has a plural marker for
animate entities (-ko; literally ‘they’; notice that the same form also appears in
the predicate complex). This element is, however, probably better analyzed as a

area where much more research is needed (especially regarding valency changing operations,
passive formation, etc.; cf. Foley 1998).
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clitic 3rd person plural pronoun attached to the phrase rather than the lexeme. '3

(18) a. horo-ko
man-PL
‘men’ (lit. ‘man-they’) (Hoffmann 1903: 8)
b.  bau-ing-te-ko
senior.brother-1SG-BEN-pPL/they
‘my senior brothers’ (Hoffmann 1903: 100)

This seems to indicate that Mundari lexemes are transnumeral, which means
that, in this respect, too, it behaves just like other languages without a distinct
class of nouns.*

6. Conclusion

We disagree with Evans & Osada when they claim that there are no attested
cases of languages lacking a noun-verb distinction. In this contribution we
have tried to demonstrate (in Section 4) that there are languages with PoS
systems at the extreme end of the flexibility scale (Figure 1: Type 1 or 1/2)
and that Mundari is one of them. In addition we have shown that the grammar
of Mundari displays all the additional morpho-syntactic and semantic features
that correlate with a very flexible PoS system (Section 5).
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13. This is not uncommon. Another language using this strategy is, for example, Bambara
(Brauner 1974: 26-28; Kastenholz 1989: 21).

14. It might be interesting to add that according to Hoffmann (1903: 21) -ko “is one of the plural
suffixes in Chinese” and that Osada (1992: 131), referring to Emeneau (1980: 114), mentions
the use of numera} classifiers, which are also found in Chinese and which often correlate with
transnumeral nouns.




430  Kees Hengeveld and Jan Rijkhoff

References

Brauner, Siegmund (1974). Lehrbuch des Bambara. Leipzig: Enzyklopidie.

Broschart, Jiirgen (1987). Noun, verb, and participation. (Arbeiten des Kélner Universalien-Pro-
jekts, 38.) Koln: Institut fiir Sprachwissenschaft.

—  (1991). Noun, verb, and participation (a typology of the Noun/Verb-distinction). In Hansjakob
Seiler & Waldfried Premper (eds.), Partizipation: Das sprachliche Erfassen von Sachverhal-
ten, 65-137. Tibingen: Narr.

— (1997). Why Tongan does it differently: Categorial distinctions in a language without nouns
and verbs. Linguistic Typology 1: 123-165.

Czaykowska-Higgins, Ewa & M. Dale Kinkade (1998). Salish languages and linguistics. In Ewa
Czaykowska-Higgins & M. Dale Kinkade (eds.), Salish Languages and Linguistics: Theoret-
ical and Descriptive Perspectives, 1-68. Berlin: Mouton de Gruyter.

Cook, W. A. (1965). A descriptive analysis of Mundari: A study of the structure of the Mundari
language according to the methods of linguistic science. Doctoral Dissertation, Georgetown
University.

Cruse, D. A. (1986). Lexical Semantics. Cambridge: Cambridge University Press.

Don, Jan (2004). Categories in the lexicon. Linguistics 42: 931-956.

Donaldson, Tamsin (1980). Ngiyambaa: The Language of the Wangaaybuwan of New South Wales.
Cambridge: Cambridge University Press.

Dunbar, George (2001). Towards a cognitive analysis of polysemy, ambiguity, and vagueness. Cog-
nitive Linguistics 12: 1-14,

Emeneau, M.B. (1980). Language and Linguistic Area: Essays by Murray B. Emeneau. Stanford:
Stanford University Press.

Evans, Nicholas & Toshiko Osada (2005). Mundari: The myth of a language without word classes.
Linguistic Typology 9: 351-390.

Foley, William A. (1998). Symmetrical voice systems and precategoriality in Philippine languages.
Paper read at the 3rd LFG conference, Brisbane (Australia), 30 June-3 July.

Geeraerts, Dirk (1993). Vagueness’s puzzles, polysemy’s vagaries. Cognitive Linguistics 4: 223—
272.

Heine, Bernd (1997). Cognitive Foundations of Grammar. Oxford: Oxford University Press.

Heine, Bernd, Ulrike Claudi, & Friederike Hiinnemeyer (1991). Grammaticalization: A Concep-
tual Framework. Chicago: University of Chicago Press.

Hengeveld, Kees (1992). Non-verbal Predication: Theory, Typology, Diachrony. Betlin: Mouton
de Gruyter.

— (forthcoming). Parts-of-speech systems and morphological typology.

Hengeveld, Kees, Jan Rijkhoff, & Anna Siewierska (2004). Parts-of-speech systems and word
order. Journal of Linguistics 40: 527-570.

Hengeveld, Kees & Marieke Valstar (no date). Parts of speech systems and lexical subclasses.
Unpublished manuscript, Department of Linguistics, Universiteit van Amsterdam.

Hoffmann, John (1903). Mundari Grammar. Calcutta: The Secretariat Press,

Hoffmann, John & Arthur van Emelen (1928-1978). Encyclopedia Mundarica. 16 volumes. Patna:
Government Superintendent Printing [Reprint: New Delhi: Gyan Publishing House, 1990]

Jelinek, Eloise & Richard A. Demers (1994). Predicates and pronominal arguments in Straits Sal-
ish. Language 70: 697-736.

Kastenholz, Raimund (1989). Grundkurs Bambara (Manding) mit Texten. Koln: Koppe.

Kuipers, Aert (1968). The categories verb-noun and transitive-intransitive in English and Squamish.
Lingua 21: 610-626.

Lakoff, George (1987). Women, Fire and Dangerous Things: What Categories Reveal about the
Mind. Chicago: University of Chicago Press.

Lakoff, George & Mark Johnson (1980). Metaphors we Live by. Chicago: University of Chicago
Press.

Langendoen, D. Terrence (1967). The copula in Mundari. In John W. M. Verhaar (ed.), The Verb

Word classes, parts of speech, and syntactic argumentation 431

‘Be’ and its Synonyms, Volume 1, 75-100. Dordrecht: Reidel.

Marchand, H. (1964). A set of criteria for the establishing of derivational relationship between
words unmarked by derivational morphemes. Indogermanische Forschungen 69: 10-19.
Mithun, Marianne (2000). Noun and verb in Iroquioan languages: Multicategorisation from multi-
ple criteria. In Petra M. Vogel & Bernard Comrie (eds.), Approaches 1o the Typology of Word

Classes, 397-420. Berlin: Mouton de Gruyter.

Mosel, Ulrike (1991). Transitivity and reflexivity in Samoan. Australian Journal of Linguistics 11:
175-194.

Mosel, Ulrike & Even Hovdhaugen (1992). Samoan Reference Grammar. Oslo: Universitetsfor-
laget.

Osada,gToshiki (1992). A Reference Grammar of Mundari. Tokyo: Institute for the Languages and
Cultures of Asia and Africa.

Rijkhoff, Jan (2002). The Noun Phrase. Oxford: Oxford University Press.

—  (2003). When can a language have nouns and verbs? Acta Linguistica Hafniensia 35: 7-38.

Saced, John 1. (2003). Semantics. 2nd. edition. Oxford: Blackwell.

Sasse, Hans-Jiirgen (1993a). Das Nomen — eine universale Kategorie? Sprachtypologie und Uni-
versalienforschung 46: 187-221.

—  (1993b). Syntactic categories and subcategories. In Joachim Jacobs, Arnim von Stechow,
Wolfgang Sternefeld, & Theo Vennemann (eds.), Syntax: An International Handbook of Con-
temporary Research, Volume 1, 646-686. Berlin: de Gruyter.

Sinha, N. K. (1975). Mundari Grammar. Mysore: Central Institute of Indian Languages.

Smit, Niels (2001). De rol van derivatie bij lexicale specialisatie. M.A. thesis, Universiteit van
Amsterdam.

Tuggy, David (1993). Ambiguity, polysemy, and vagueness. Cognitive Linguistics 4: 273-290.

Vonen, Arnfinn M. (1994). Multifunctionality and morphology in Tokelau and English. Nordic
Journal of Linguistics 17: 155-178.

Wilkins, David P. (2000). Ants, ancestors and medicine: A semantic and pragmatic account of clas-
sifier constructions in Arrernte (Central Australia). In Gunter Senft (ed.), Systems of Nominal
Classification, 147-216. Cambridge: Cambridge University Press.

Word classes, parts of speech, and
syntactic argumentation
by WILLIAM CROFT

1. Introduction

BEvans & Osada (henceforth E&Q) convincingly demonstrate that Mundari
words differ in their grammatical behavior in various ways, contrary to some
earlier accounts that have been frequently cited in the typological literature.
However, E&Q’s paper is more ambitious than their title implies. First, E&O
wish to demonstrate not only that Mundari has words that differ in their gram-
matical behavior, but that those words form large word classes or PARTS OF
sPEECH such as “noun” and “verb”, which can be compared across languages
in order to construct typological universals about those parts of speech. Second,




